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GNSS systems rely on direct 
sequence spread spectrum 
(DSSS) transmissions to achieve 
high receiver sensitivity. Typi-

cally, GNSS user equipment compares 
the signal received from a satellite with 
an internally generated replica of its cor-
responding code until the maximum 

correlation for a given delay is achieved. 
This provides an indirect measurement 
of the satellite-receiver range.

One of the performance limiting fac-
tors of GNSS receivers is the imperfec-
tion of the radio frequency (RF) oscil-
lator. This imperfection translates into 
random deviations of instantaneous 
phase or frequency, typically modeled as 
a phase imperfection, and often referred 
to as phase noise.

The receiver oscillator phase noise 
narrows the carrier tracking loop band-
width, while diminishing the achievable 
carrier-to-noise ratio (C/N0). The corre-
lation outputs in the code-tracking loop 
are also affected, creating correlation 
noise and losses at the receiver that are 
measured as reductions in C/N0. 

Furthermore, longer integration 
intervals ideally result in higher sensi-
tivity. However, because phase noise is 
translated into a rotation of the constel-
lation diagram of a modulated signal 
that can make integration (correlation) 
comparatively less effective as the inter-
val increases.

Phase noise models have been pro-
posed for various wireless communica-
tion receivers. (See the sidebar, “Mod-
eling Phase Noise Effects on Receivers: 
A History” on page 54.) However, the 
effects of phase noise on GNSS receiv-
ers’ performance have been rarely doc-
umented, leaving key design questions 
unanswered: What is the maximum 
acceptable phase noise level as required 
by an RF designer in order to achieve a 
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minimum pre-defined C/N0? How do correlation losses relate to 
phase noise levels?

In this article, we propose an analytical approach using a 
given phase noise model, validating it through simulations to 
quantify the effect of oscillator noise on the performance of 
GNSS receivers. From this we provide a first estimation of the 
requirements of a radio front-end for a given baseband imple-
mentation, as well as an insight into the relationship between 
correlation time and performance degradation due to phase 
noise. The following section of our discussion provides a theo-
retical analysis, in both time-domain and frequency-domain, 
of the effect of this phase noise on various properties of code 
correlation. 

We then perform numerical simulations of GPS L1 pseu-
dorandom noise (PRN) code correlation for various values of 
phase noise in order to validate the theoretical model.  Next, 
a datastream simulation using a Galileo E1 receiver, complete 
with carrier and code tracking loops, quantifies the effect of 
oscillator noise on GNSS receiver performance.  Here, the 
simulated PRN code correlation in the presence of phase noise 
demonstrates that the model (and GPS results) may be applied 
to Galileo signal receivers as well.

Finally, we compare results from all the simulations and 
recommend a practical limit for the maximum phase noise 
permissible from the front-end oscillator in order to maintain 
the post-correlation signal-to-noise ratio (SNR) of a correlation 
peak beneath a given threshold. 

Our results provide a first estimate of the noise floor require-
ments for a receiver given a particular baseband implemen-
tation. Also, this study provides insight into the relationship 
between correlation time and performance degradation due 
to phase noise. 

Phase	Noise	Model
Figure 1 shows the block diagram of a typical GNSS receiver 

considered for this study. Let us first consider the operation of 
the local oscillator (LO) in a receiver.

Any oscillator is defined by three parameters: phase (φ), 
amplitude (A), and frequency (f0). In a general case phase and 
amplitude noise exist, as well as distortion, which makes both 
A and φ functions of time, such that

  (1)

The nonlinear dynamics of an oscillator make the ampli-
tude A(t) relatively constant, so it becomes considerably less 
important than phase noise. Furthermore, if the modulation 
used to carry information does not affect the amplitude, the 
receiver can also ignore this component. Phase noise, however, 
cannot be overlooked, and it actually becomes the defining 
parameter of the quality of any oscillator.

Phase noise specifications are typically given in decibels 
relative to the carrier per hertz (dBc/Hz) at a certain frequency 
offset, fm, from the desired center frequency of the oscillator. 
Phase noise Φ(t) for a free running oscillator is a non-station-
ary random variable, and  is a stationary random variable 
whose power spectral density (PSD), Px(f), is given in Equa-
tion 2.

  

(2)

where  is the unit time variance of the random phase noise 
process, so that total variance is measured by (t).  In terms of 
PSD, the phase noise is given by: 

L(fm) = 10log10(Px(fm))

where L(fm) is the phase noise in units of dBc/Hz, and Px(fm) is 
given by simplifying Equation 2 as shown in Equation 3:
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FIGURE 1  Block-diagram of a GNSS direct-conversion receiver
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Phase	Noise	effects

 
(3)

and further simplifying phase noise to:
  (4)

where f0 is the oscillation frequency, fm is the frequency off-
set, and σΦ is the constant that defines the noise level of the 
oscillator. In practice all free-running oscillators show a noise 
roll-off of 20 decibels per decade when far enough from the 
fundamental frequency. 

The defining assumption of this model is that the phase 
difference between time instants t1 and t2 follows a Gaussian 
distribution with null mean and variance linearly increasing 
with the length of the interval, also known as Wiener or ran-
dom-walk processes, thus

  
(5)

This model is also suitable for PLL-based synthesizers with 
narrow loop bandwidths where the voltage controlled oscillator 
(VCO) noise dominates. Even though there are significant differ-

ences in the results when other phase noise models are considered, 
this can still be considered a first approach to the problem.

Phase	Noise	and	code	correlation
Let us turn now to the factors involved in the effects of phase 
noise on code correction.

Post-correlation	signal	to	Noise	Ratio.	Letting x(t) be an ideal 
real signal, having no quadrature component, we initially 
modulate a carrier at ω0 as x(t)·ejω0t. Complex down-conver-
sion, assuming coherent detection, is described by (6):

 (6)

where the down-converted signal is then correlated with an 
aligned replica over a period T. If the code is optimally aligned, 
Equation 7 results:

 
(7)

Making several simplifications in the notation, we first 
normalize the energy of x(t) over T (indicated as |Y|) to 1.  
Secondly, we assume that x(t) equals {-1,1}, which is true for 
simple modulations such as binary phase shift keying (BPSK) 
or binary offset carrier (BOC(m,n)).  Finally, we only consider 
pilot signals, excluding the factor of navigation data. Therefore, 
in the absence of phase noise,

  (8)

Let us now consider the effect of the phase noise of the local 
oscillator where the carrier is down-converted with an addi-
tional random phase φ(t), thus:

 
(9)

 (10)

During the correlation process in a GNSS receiver, this 
signal is multiplied by an ideal version of itself. Theoretically, 
when both are perfectly aligned the integral or area of the 
resulting function is maximized. Calculating the correlation 
over a period containing phase variations or even inversions 
results in an energy decrease, because part of the signal is sub-
tracted rather than added (or the other way around should the 
correlation be negative).

In general, phase noise has two effects on the signal. First, 
the signal may lose energy as the expected value of |Y| decreases 
with noise, as described in Equation 11.  Secondly, the variance 
of |Y| — ideally 0 — increases, as shown in Equation 12.

  
(11)

 
(12)

where μY equals the mean or expected value of |Y| and σY
2 equals 

the variance of |Y|.

modeling Phase noise effects on receivers: a history
In	1966	D.B.	Leeson	proposed	an	empirical	linear	model	for	the	noise		spec-
trum	of	an	oscillator,	which	has	been	extensively	cited	in	the		literature	since	
then.	G.	Sauvage	generalized	this	model	to	other	resonant	circuits	in	1977,	
providing	a	deeper	mathematical	background.	In	1998	A.	Hajimiri	and	T.H.	
Lee	proposed	a	linear	time	variant	model	(LTV)	to	explain	the	effect	of	each	
of	the	noise	sources	of	an		oscillator	on	its	phase	noise.	

Phase	noise	models	for	various	wireless	communication	receivers	have	
been	proposed	by	T.	Schenk	(2006)	(For	the	complete	citations	of	this	and	
other	references,	please	see	the	Additional	Resources	section	near	the	end	
of	the	main	article.)	The	article	by	D.	Petrovic	et alia	uses	orthogonal	fre-
quency	division	multiplexing	(OFDM)	systems	for	modeling	noise,	while	
A.	Demir	et alia	(2000)	developed	extensive	and	generic	theory	for	phase	
noise	models.	In	a	2002	article,	Demir	extended	this	theory	to	jitter	in	opti-
cal	and	wireless	communications,	and	K.	Kundert	also	developed	a	jitter	
measurement	for	phase	noise	effects	on	phase	locked	loops.

A	simulation-based	study	of	phase	noise	introduced	by	the	receiver	and	
the	satellite	payload	was	discussed	by	E.	Rebeyrol	et alia	in	2006.	Deriving	
the	phase	noise	power	spectral	densities,	frequency	comparisons	are	made,	
but	correlation	losses	or	effects	on	the	code	tracking	loop	at	the	receiver	
were	not	included.	M.	Irsigler	and	B.	Eissfeller	discuss	the	impact	of	oscilla-
tor	phase	noise	on	the	performance	of	the	PLL	tracking	in	their	2002	article,	
while	modeling	theoretical	results,	but	they	draw	no	conclusions	regarding	
the	phase	noise	requirements	of	the	oscillator.	Their	analysis	focused	on	
classification	of	the	phase	noise	sources	and	types	and	on	the	phase	lock	
loop	tracking	performance	at	fixed	phase	noise	random	vibrations	and	Allan	
deviations.

In	2010,	M.	Petovello	et alia	discuss	the	effect	of	residual	phase	noise	in	
the	carrier	tracking	loop	on	the	performance	of	C/N0	estimation	algorithms,	
but	do	not	identify	the	effect	on	the	code	tracking	loop.	A.	Demir	et alia	
(2006)	provides	a	thorough	analysis	of	the	spectral	characteristics	of	phase	
noise.	In	2010	Schenk	demonstrated	that			is	a	stationary	random	variable	
defined	for	a	free	running	local	oscillator	whose	power	spectral	density	
(PSD),	Px(f),	as	given	in	Equation	2	in	the	main	article.
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We can define the post-correlation SNR due to phase noise 
as the quotient of the square of the mean value of the autocor-
relation peak and its variance:

  
(13)

As the accumulated phase shifts for a given noise level 
increase, the correlation time also increases. Thus, the inte-
grated energy no longer increases linearly with time above cer-
tain phase noise levels, and eventually a point may be reached 
at which phase noise becomes dominant over post-correlation 
thermal noise, limiting the sensitivity increase one can obtain 
by increasing the correlation time. We present an explanation 
of this condition in the following section.

Mean	Value	of	correlation	Peak.	The average magnitude of the 
correlator output is calculated in order to estimate the noise and 
losses in the presence of phase noise. Instead of evaluating E[|Y|] 
we will address E[|Y|2] which provides a similar metric while 
still allowing an analytical approach. Because noise is assumed 
to be low, where μY is close to 1, we can easily see that

  (14)

In the following paragraphs, we derive the relation between 
front-end oscillator phase noise and peak value of code corre-
lation, using theoretical and analytical means in the time and 
frequency domains, respectively.

First, in the time domain, from Equation 11 we have,
 

(15)

 

(16)

We define the probability density function of the phase as

If t2>t1, then

and due to odd symmetry:

Conversely, if t1>t2, then:

	(17)

Following a similar approach it can be seen that
  

(18)

and, therefore,
  

(19)

These losses due to noise are a function of TσΦ
2, which is 

the phase noise variance over one code epoch (σΦ
2 is the rate at 

which the variance of the oscillator phase increases with time; 
so, TσΦ

2 happens to be the phase variance at t=T). This follows 
intuitively because the variance of the phase increases linearly 
with time, which means scaling this phase noise has the same 
effect as applying this factor to the correlation time. For small 
values of TσΦ

2 the following approximation can be made:
  

(20)

  
(21)

In the frequency domain we can derive a theoretical expres-
sion for correlation losses using a free-running oscillator model 
in the RF front-end PLL. We assume that the PRN code is c(t). 
For the sake of simplicity, we also assume that noise and mul-
tipath effects are absent. 

The complex PRN code correlation output R(τ) at the receiv-
er is obtained by correlating the incoming down-converted 
signal with a local reference code delayed by τ seconds. If we 
take into account the phase noise of the local oscillator, the 
correlation output can be written as:

  
(22)

where
ejΦ(t) = time-dependent phase noise effect,
c*(t-τ) = time-delayed local code,
Φ(t) = non-stationary random variable modeling the phase 

noise effect, and
T = pre-detection integration time (PIT) over which code 

correlation is performed. (Note that T and PIT are the same, 
except that T is used in mathematical formulations and PIT 
in theoretical explanations; so, they should be mutually inter-
changeable.)

FIGURE 2  Equivalent model of phase noise effect.

h(t)
Integrator over T

X Y

e jΦ(t) (   e dt)jΦ(t)T

0
  
0



56       InsideGNSS  n o v e m b e r / d e c e m b e r  2 0 1 0  www.insidegnss.com

The correlation peak has maximum value at R(0) when the 
time delay between the incoming signal and the local replica is 
zero, in other words, when the two signals are perfectly aligned 
in time domain, as expressed by Equation 23:

 

(23)

We have considered |c(t)|2 equals 1 because the PRN code 
c(t) is essentially a binary sequence of +1s and -1s. Equation 23 
shows that the correlation peak fluctuates randomly, accord-
ing to Φ(t), and also shows that the effect of correlation peak 
in the presence of noise can be modeled as a filtered random 
variable X = ejΦ(t) passed through an integrator filter, as shown 
in Figure 2.

The integrator impulse response is a rectangular pulse of 
width T:

  
(24)

Therefore, its frequency response is given by the well-known 
sinc function:

  (25)

The PSD of the input X from Figure 2 is given in Equation 
2. Because X is a stationary random variable and h(t) is linear 
filter, the PSD of the output random process Y (which corre-
sponds to the fluctuations of the correlation peak R(0) ) is given 
by Equation 26):

  (26)

The average power of the correlation peak is E(R2(0)) equals 
E(Y2) and will be therefore calculated by integrating the PSD 
of Y over the whole frequency axis, as shown in equations 27 
and 28:
  

(27)

where  equals 0 indicates absence of phase noise. The integral 
in Equation 27 for  not equal to 0 has been evaluated and its 
closed form expression is given by Equation 29:

 
(29)

The mean value of correlation peak in presence of phase 
noise is therefore obtained by dividing Equation 29 by Equa-
tion 28:

  
(30)

The loss or deterioration in correlation peak due to phase 
noise will be the inverse of Equation 30. This is, as expected, 
exactly the same result as that obtained by using the time 
domain analysis.

correlation	Noise. Signal losses due to phase variations dur-
ing correlation already give the lower boundary for the phase 
noise specification. But this lower boundary alone does not 
represent the actual degradation of system performance. 

It is reasonable to expect strong variations in the constella-
tion (correlation noise) before the loss due to phase noise out-
weighs losses due to other factors in the receiver chain. The 
variance of the correlation peak, described by Equation 31, 
must be studied as well.

  (31)

Unfortunately, even though the first order approximation, 
given in Equation 14, is accurate enough to estimate losses, it 
is not a valid for obtaining σY. However, because no analytical 
expression has been found for μY, numerical approximations 
have been made in order to estimate σY.

In the presence of relatively low noise levels, σY increases lin-
early with TσΦ

2. Adjusting the scale factor through simulations 
and defining the noise power (PN) logarithmically as PN equals 
20 log10(σY) , we obtain the variance of the correlation peak:

 
(32)

SNRPN can now be estimated as long as noise is low enough 
for this first-order approximation to remain valid. Figure 3 
shows that this approximation is appropriate where TσΦ

2 less 
than 1.

Model	for	correlation	Between	Phase	Noise	
and	Pure	PRN	codes
In the previous section describing the effect of phase noise on 
code correlation, we derived a relation between front-end oscil-
lator phase noise and peak value of code correlation in the time 

Phase	Noise	effects

FIGURE 3  Variance of correlation peak.
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and frequency domains, respectively. The 
next step is to prove this relation using a 
software-generated, simulation-based 
model of the code correlation process.

For this purpose, a numerical simu-
lation program performed correlation 
between two versions of the same GPS 
PRN code. The first version was contaminated with various 
amounts of phase noise in order to replicate a real world PRN 
code received from the RF front-end and after the carrier strip-
off process. The other version of the PRN code was kept ‘pure’ to 
mimic the local replica code as generated in every GNSS receiv-
er. The model is diagrammatically represented in Figure 4.

The simulation software enables a user to select the satellite 
vehicle number whose PRN code is to be generated. In this case, 
we defined the phase noise in terms of unit time variance ( ), 
which has units of radian2 per second (Rad2/s). Therefore, the 
total phase noise variance per chip of the PRN code over the 
coherent integration period is given by Equation 33:

  (33)

where LPRN is the length of the PRN code. 
With the software, multiplication of the phase noise with 

incoming PRN code can be simulated as a multiplication of 
phase noise vector and PRN code vector. A random number 
“noise” vector with zero mean, unity standard deviation, and 
length of 1,023 bits was created. Its variance was changed to 
the required phase noise variance using the PNvariance calculated 
in Equation 33. 

The model for phase noise of a free-running oscillator is of the 
form where the instantaneous phase value is a cumulative sum 
of uncorrelated Gaussian random variables over the whole past 
history — in other words, the integral of white Gaussian noise.

Integrating over wider and wider time windows creates a 
process with a linearly increasing variance over time, and, thus, 
it is non-stationary. However, because the complex exponential 
of the phase noise ( ) is a stationary random variable, it can 
be used instead of just phase noise (Φ(t)).

Having achieved a phase noise vector of the desired length 
and noise variance, we can now multiply it by a PRN code vector 
in order to produce a noisy PRN code similar to the one obtained 
from the RF front-end in a real-world GNSS receiver. 

Correlation of this noisy code is performed with a “pure” 
PRN code over multiple iterations. Once we have all iterations 
for one value of phase noise variance are complete, we then may 
calculate the mean of the correlation peak for the present value 
of . Varying  from 0 to 104 Rad2/s on a logarithmic scale, 
we plot the mean of correlation peak over this range, as well as 
the loss and variance of correlation peak as a function of . 

The root mean square (RMS) and SNR of correlation peak 
can be calculated and plotted for every value of  using Equa-
tions 34 and 35:

  
(34)

  
(35)

The entire process can be repeated for different values of the 
PIT to show the combined effect of increasing phase noise and 
increasing T on the code correlation peak.

correlation	Model	for	Noisy	and	Noiseless	
PRN	codes
The numerical model presented earlier simulates a stand-alone 
correlation process between noisy and noiseless PRN codes. 
However, none of the real-world GNSS receiver blocks nor 
their effects on the code correlation process were simulated. 

For the next step, we correlate noisy and noiseless PRN 
codes using a datastream model for a Galileo receiver. We 
simulate both the code and carrier tracking loops to show the 
effect of phase noise while using a closed-loop code correlation 
process. 

A Galileo software signal generator, developed for research 
purposes at Tampere University of Technology, generates Gali-
leo E1B/C signals as shown in Figure 5. For simplicity, naviga-
tion data bits are not included in the actual simulation. The 
PRN codes are modulated onto an intermediate frequency (IF) 
carrier signal of 3.42 MHz.  

We model the communication channel as an ideal channel 
free from multipath, RF interference, or additive white Gauss-
ian noise (AWGN).  Noise contamination other than front-end 
oscillator phase noise is kept at a minimum by defining a high 
C/N0.

The datastream model for the Galileo E1 receiver is shown 
in Figure 6. The incoming signal from the communication 
channel is mixed with phase noise calculated in the same way 
as in the numerical model. Carrier wipe-off removes the IF sig-
nal, separates the inphase (I) and quadrature (Q) components 
and passes the combination of PRN code and phase noise to 
the code correlation block, where we correlate the signal with 
locally generated replicas of E1B/C PRN codes. 

A single GPS correlator correlates over a pre-detection inte-
gration time of one millisecond while a single correlator for 
Galileo correlates over a pre-detection integration time of four 
milliseconds. Therefore, it is convenient to set pre-detection 
integration times for both the numerical and datastream mod-
els to multiples of four milliseconds. Equation 36 calculates the 
size of the signal vector in the datastream model: 

 (36)

where fs equals sampling frequency used in the datastream 
model. After the integration and dump (I&D) block, the I and 
Q components give the complex correlation output. Equation 

FIGURE 4  Numerical simulation for PRN code correlation
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37 is used to calculate the normalized 
magnitude of correlation peak:

 
(37)

where, C equals magnitude of correla-
tion, I equals In-phase component of 
correlation output, Q equals quadra-
ture component of correlation output. 
If PIT is selected as the nth multiple of 
four milliseconds, the correlation output 
vector has n elements, and the total value 
of correlation peak is then a cumulative 
sum of all n values. 

Similar to the numerical model, in 
the datastream model the phase noise 
variance  is also varied from 0 to 104 
Rad2/s on a logarithmic scale. Mean, 
loss, and variance of correlation peak 
are measured while RMS and SNR are 
calculated and plotted against . We 
carried out these simulations for PITs 
of 4, 8, 12, 20, and 100 milliseconds.  

Results	and	Mathematical	
interpretation
Figure 7 shows the plot for the loss of 
correlation peak versus phase noise 
variance per unit time ( ) for various 
values of the PIT for the analytical (the-
oretical), numerical, and datastream 
models. Figures 8 and 9 show the vari-
ance and the RMS of the correlation 
peak versus . 

Similarly, Figure 10 shows the SNR 
of correlation peak, while for simplicity 
only the results for intervals of 4, 12, and 
100 milliseconds are plotted for the vari-
ance and SNR. 

(A comparison between the theoreti-
cal model and the simulation models for 
variance of correlation peaks was already 
shown in Figure 3.) . The results illus-
trate the validity of the simulation for 
a stand-alone, open-looped correlation 
process, even in a real-world receiver 
with fully functional carrier and code 
tracking loops.

Figure 7 indicates that the loss in 
correlation peak increases as phase noise 
increases. However, for larger T inter-
vals, where for a particular , the loss in 
correlation peak is larger. The maximum 
variance of correlation is approximately 
–13 decibels irrespective of T, but this 

maximum is reached at lower values of 
 with increasing T. This result is con-

sistent with the explained interchange-
ability of T and  in the expressions for 
this correlation degradation.

As PNvariance increases, the mean 

and RMS of the correlation peak fall. 
The variance of the correlation peak 
increases up to a certain maximum 
and then also falls, but this decrease 
is in the region where the losses are 
already unsustainable. This result is 
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FIGURE 6  Galileo E1 receiver model
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reasonable, because the value of the correlation peak con-
verges to zero. 

Increasing the PIT above four mi l l iseconds is 
a lso detrimental to the correlation output, because 
al l the negative observations due to an increase in  
PNvariance begin at lower values of σ Φ

2. In other words, the maxi-
mum allowable input PNvariance for a certain level of correlation 
peak RMS progressively decreases as we increase the PIT. 

In the numerical and datastream simulations, an effective 
approach for identifying the maximum phase noise is to use a 
free-running local oscillator phase noise model, with a 10-deci-
bel minimum correlation output SNR. Although these bound-
aries for the SNR criteria seem very stringent, we plan to use 
more realistic, practical models in which phase noise flattens 
below a given frequency offset. We expect that this condition 
will, in turn, modify the slope of the SNR so that the synthe-
sizer requirements would become closer to the figures offered 
by real receivers.

In Figure 10, in order to maintain a minimum correlation 
SNR of 10 decibels when the PIT is 4 milliseconds, the maxi-
mum allowable  is 251.2. For a PIT of 100 milliseconds, the 
maximum allowable  to maintain a similar correlation SNR 
is 15.5. Using Equation 4, with a 4-millisecond PIT and fre-
quency offset (fm) of one megahertz, the maximum allowed 
phase noise is

 
(38)

Similarly, for a PIT of 100 milliseconds, PNmax is -124 dBc/
Hz, which means that, for longer integration intervals, phase 
noise requirements from front-end local oscillator become 
more stringent. 

Figures 11 and 12 show the  datastream simulation plots for 
the RMS and SNR of correlation peak in presence of multipath 
effects and additive white Gaussian noise (AWGN) channel 
imperfections. Two multipath components of half the power of 
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FIGURE 7 Loss of correlation peak versus phase noise variance  (PIT: black = 
4 milliseconds, red = 8 milliseconds, blue = 12 milliseconds, magenta = 
20 milliseconds, green = 100 milliseconds).
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FIGURE 8 Variance of correlation peak versus phase noise variance  (PIT: 
black=4 milliseconds, blue=12 milliseconds, green=100 milliseconds).
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FIGURE 9 Figure 9 RMS of correlation peak versus phase noise variance   
(PIT: black = 4 milliseconds, red = 8 milliseconds, blue = 12 milliseconds, 
magenta = 20 milliseconds, green = 100 milliseconds) 

Simulated - Matlab
Simulated - Simulink

RM
S o

f c
or

re
la

tio
n 

pe
ak

 (d
B)

0

-5

-10

-15

-20

-25

PN Variance per unit time Φ
2(σ  )

101 102 103 104

FIGURE 10 SNR of correlation peak versus σΦ
2 (PIT: black =4 milliseconds, 

blue =12 milliseconds, green =100 milliseconds)
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the line of sight (LOS) component with 
delays of one chip and half chip, respec-
tively, were added to the LOS compo-
nent. AWGN was added such that over-
all carrier-to-noise ratio reduced by 25 
decibels. For comparison, the numerical 
simulation results, absent the effects of 
multipath and AWGN, are also provided 
in the same figures.

Channel imperfections only result in 
a fixed attenuation of the overall RMS 
characteristics, in this case 12 decibels. 

However, the shape of the curves and, 
hence, the effects of phase noise, remain 
unchanged. This can be easily demon-
strated by compensating the datastream 
model curves with +12 decibels so that 
they match perfectly with the numerical 
model curves as shown in Figure 11.

In the case of SNR, the difference 
between curves with and without chan-
nel imperfections is higher for lower 
values of integration intervals and phase 
noise. This occurs because, as the inte-

gration interval, T, 
and PN increase, 
the SNR of correla-
tion drops anyway, 
blunting the effect 
of channel imper-
fections. 

Figure 13 repre-
sents the SNR due 

to phase noise (SNRPN), as a function of 
TσΦ

2 obtained after fitting with numeri-
cally computed data. For a given correla-
tion time T, we can immediately obtain 
the maximum acceptable noise level σΦ 
required to achieve a certain SNR or, 
conversely, the maximum acceptable 
integration interval T under a given 
noisy oscillator.

Regarding the latter, it is interesting 
to note that SNR due to thermal noise, 
SNRTH, increases with integration time, 
while SNR due to phase noise under 
this model does exactly the opposite 
as shown in Figure 14. This limit is 
especially important in high-sensitiv-
ity receivers where integration periods 
are long, due to the quality of the local 
oscillator setting a boundary beyond 
which SNR can no longer be improved 
through coherent integration.

FIGURE 11 RMS of correlation peak in presence of multipath & AWGN  (PIT: 
black =4 milliseconds, blue =12 milliseconds, green =100 milliseconds)
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FIGURE 12 . SNR of correlation peak in presence of multipath & AWGN (PIT: 
black =4 milliseconds, blue =12 milliseconds, green =100 milliseconds)
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FIGURE 13  SNRPN as a function of TσΦ
2

SN
R PN

(d
B)

40

30

20

10

0

T Φ
2σ

10-1 100 101

FIGURE 14  Thermal and phase noise contributions to SNR
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Maximum Phase Noise (dBc/Hz)

PIT	(milliseconds) fm=10	(kilohertz) fm=1	(megahertz)

T	=	4 -72 -112

T	=	12 -74 -114

T	=	100 -84 -124

TABLE 1.  Maximum phase noise in order to maintain a minimum correlation SNR 
of 10 decibels for different values of PIT and fm
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Let us consider for example the case 
of GPS L1 C/A with a nominal SNR ther-
mal or SNRTH of 34 decibels for a T of 
20 milliseconds, representing the worst 
case for phase noise. As thermal noise is 
minimal, the phase noise becomes a lim-
iting factor sooner. If we set  equals 
100, the combined SNR is:

 (39)

Figure 14 clearly shows how the SNR 
increases with the correlation interval 
until the phase noise becomes domi-
nant, under the assumption of negli-
gible phase noise losses, compressing 
the SNRTH curve. The optimal T in this 
case falls below 20 milliseconds, indicat-
ing non-coherent integration methods 
would be more appropriate under these 
assumptions.

conclusion
This phase model is a conservative first 
approximation, illustrating the rela-
tionships between phase noise, ther-
mal noise, and correlator performance. 
In this article, we first presented an 
analytical approach for evaluating the 
effects of the local oscillator phase noise 
in the performance of the correlators of 
a GNSS receiver. A mathematical model 
validated the analytical approach, and 
a datastream model demonstrated the 
tracking channel imperfections based 
on GNSS receiver implementations

We characterized the relationship 
between the integration time and phase 
noise, and presented a criterion for radio 
front-end design. We believe this model 
offers new tools for the analytical design 
of GNSS receivers, while laying a con-
servative boundary for their practical 
design.
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